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ABSTRACT  

The use of remote sensing technology is growing, one application of which is the analysis of changes in 
land use and land cover (LULC). LULC information is needed for various analyses related to the Earth's 
surface. Various types of data are used in the analysis of the Earth's surface by utilizing remote sensing 
data. The purpose of this study is to classify LULC using a machine learning approach with orthophoto data. 
The research location is Tanjung Karang Village, Mataram, West Nusa Tenggara. The method used for the 
classification process is a machine learning algorithm called Support Vector Machine (SVM). A band slicing 
process is carried out to separate the bands in the orthophoto data, namely the Red, Green, Blue, and Near 
Infra Red (NIR) bands. The Normalized Difference Water Index (NDWI) band is used for the analysis of 
water bodies, which is a reflection of the Red and NIR bands. The classification classification scheme 
applied in this research is to compare the classification between single band and band combination to find 
the best classification result. The results of this study indicate that classification with a combination of bands 
has better accuracy. Classification with a single band has an average accuracy of below 55%, while a 
combination of bands has an average accuracy of above 60%. The classification result with the highest 
accuracy value is the R-B-NDWI band combination with a value of 71.81%. 
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ABSTRAK  

Penggunaan teknologi penginderaan jauh semakin berkembang, salah satu aplikasinya adalah analisis 
perubahan penggunaan dan tutupan lahan (LULC). Informasi LULC dibutuhkan untuk berbagai analisis 
terkait permukaan bumi. Berbagai jenis data digunakan dalam analisis permukaan bumi dengan 
memanfaatkan data penginderaan jauh. Tujuan dari penelitian ini adalah untuk mengklasifikasikan LULC 
dengan pendekatan machine learning menggunakan data orthophoto. Lokasi penelitian adalah Desa 
Tanjung Karang, Mataram, Nusa Tenggara Barat. Metode yang digunakan untuk proses klasifikasi adalah 
algoritma machine learning yaitu Support Vector Machine (SVM). Dilakukan proses pemisahan band (band 
slicing) pada data orthophoto yaitu Red, Green, Blue, dan Near Infra Red (NIR). Band Normalized Difference 
Water Index (NDWI) digunakan untuk analisis badan air yang merupakan refleksi dari band Red dan NIR. 
Skema klasifikasi klasifikasi yang diterapkan dalam penelitian ini adalah membandingkan klasifikasi antara 
satu band dan kombinasi band untuk mendapatkan hasil klasifikasi terbaik. Hasil penelitian ini menunjukkan 
bahwa klasifikasi dengan kombinasi band memiliki akurasi yang lebih baik. Klasifikasi dengan satu band 
memiliki akurasi rata-rata di bawah 55%, sedangkan kombinasi band memiliki akurasi rata-rata di atas 60%. 
Hasil klasifikasi dengan nilai akurasi tertinggi adalah kombinasi band R-B-NDWI dengan nilai 71,81%. 

Kata kunci: LULC, machine learning, orthophoto, penginderaan jauh 
 
INTRODUCTION  

Technological developments, such as remote 
sensing, have become increasingly significant. 
Remote sensing technology can provide 
information on land cover, which includes physical 
materials on the earth's surface, such as water, 
vegetation, impermeable surfaces, and bare soil  
(Cai et al., 2018). Currently, the most common 
data sources for land cover analysis are satellite 
imagery and aerial photography. Aerial 

photography is particularly useful for accurately 
analyzing changes in land cover (Huang et al., 
2019). Remote sensing data collected from 
satellite and aerial sensors with very high spatial 
resolution is now widely available, with data 
resolution available down to sub-meter precision. 

Land use/land cover (LULC) information is 
crucial for various purposes, such as thematic 
requirements, infrastructure planning, disaster 
management, and spatial planning. To obtain this 
information, available data sources are processed. 
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Remote sensing data, including satellite imagery, 
aerial photographs, and lidar, is commonly used 
for the extraction of land use and land cover 
classes. The use of this data is often cheaper than 
using terrestrial survey methods to obtain 
information on a large scale with wide area 

coverage. 
One of the key tasks in utilizing remote 

sensing data is extracting information, which 
typically involves land use/land cover (LULC) 
classification. The extraction process can be 
performed manually through on-screen digitization, 
but this can be costly and time-consuming. To 
overcome these challenges, software applications 
and machine learning and deep learning 
algorithms have been developed for remote 
sensing data processing. Machine learning 
algorithms are particularly effective because they 
can be adapted to specific data processing needs, 

unlike rule-based software. 
Classification is interesting research themes 

since the last two decades, especially in remote 
sensing hyperspectral data. Many development 
algorithms for LULC classification use orthophoto 
data (Ramanath et al., 2019; Jamil & Bayram, 
2018; López-jiménez et al., 2019). The extraction 
technique in machine learning is generally 
supervised classification by training a model to be 
used for other input data. Classification of LULC 
using raster data generally uses object-based and 
pixel-based methods.  

Aerial photography is a part of remote sensing 
technology with high resolution. The result of 
processing aerial photos (raw data) is Orthophoto, 
which is an aerial photo that has undergone a 
rectification process, or a photo image whose 
appearance has been enforced, meaning that the 
coordinates have been adjusted to the existing 
field.  

Interpretation of aerial photographs generally 
still uses visual interpretation manually by digitizing 
on screen. Besides that, field surveys are also 
carried out to validate the results of the 
interpretation. This is quite time-consuming and 
expensive (Thasveen & Suresh, 2021). Because of 
that, there is a need for innovation to overcome 
this, one of which is by conducting various studies 
related to accelerating mapping by developing 
machine learning algorithms to achieve automation 
or semi-automation of mapping.  

Several previous studies have used orthophoto 
data for LULC extraction and classification, 
including tree species classification and extraction 
(Jamil & Bayram, 2018), land cover classification 
using machine learning (Jozdani et al. 2019), 
object recognition with deep learning and land 
cover reconstruction (Ratajczak et al., 2019). 

The purpose of this research is to classify 
land use/cover using orthophoto data with machine 
learning algorithms. The machine learning method 
utilized in this research is the Support Vector 
Machine (SVM), which was chosen due to its 
development in multi-class classification. Previous 

research results (Ahmad et al., 2018) have shown 
that the SVM algorithm produces higher 
classification accuracy compared to other 
algorithms such as Neural Network and 
Classification and Regression Trees. Additionally, 
(Noi & Kappas, 2017) found SVM to have 
advantages over Random Forest and K-Nearest 
Neighbor algorithms and to be suitable for 
multispectral data classification such as Sentinel-2 
Multispectral Instrument (MSI). 

In the machine learning community, SVM is 
one of the most commonly used classifiers to 
categorize data using an optimal separator 
hyperplane (Cortes & Vapnik, 1995). One of the 
main advantages of using SVM for remote sensing 
data applications is its ability to handle high-
dimensional data using relatively few training 
samples. Beside that, the importance of using 
SVM in data classification lies in its ability to 
overcome the problems of "overfitting" and "noise" 
in the data. Overfitting occurs when the model is 
too complex and capable of capturing the 
uniqueness of the training dataset, but cannot be 
applied effectively to new data. SVM can help 
overcome overfitting by optimizing the margin 
(closest distance between the decision boundary 
and data points from different classes) which can 
help clearly distinguish between different classes. 

METHOD  

The LULC classification in this study uses 
aerial photos as the primary data. The data used in 
the study consists of orthophotos of the Tanjung 
Karang Village area in Mataram City, Lombok. The 
aerial photo data was acquired by the Geospatial 
Information Agency (BIG) in 2016. Data acquisition 
is carried out using specially designed aircraft for 
aerial photography, which is able to perform work 
according to predetermined specifications.  

The aerial camera used is a digital metric 
aerial camera designed for aerial surveying with a 
Normal Angle lens type, equipped with Kinematic 
Global Positioning System (GPS) and Inertial 
Measurement Unit (IMU) and has radiometric 
spectrum capabilities that can cover Red, Green, 
Blue (RGB) and Near InfraRed (NIR).The data has 
a resolution of 0.15 m and was acquired using a 
LEICA RCD 30 camera (60 mpix), a medium 
format camera with a GSD of 11.09 cm.   

The location was selected based on the 
diverse LULC objects in the area, with the aim of 
ensuring that the results of the classification using 
the machine learning approach would be 
sufficiently representative of other areas with 
similar LULC conditions. The research area covers 
approximately 2.57 km2. The orthophoto data for 
the research locations is shown in Figure 1. In this 
study, the classification process employs machine 
learning based on Support Vector Machine (SVM) 
technology, and utilizing spectral information from 
the orthophoto data. It is primarily used for binary 
classification, as shown in Figure 2. 
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Figure 2 has meaning, where green dots 
denote the samples of class A, blue dots denote 
the samples of class B, red circles denote the 
support vector and purple dots denote the noise 
samples in (b). This algorithm utilizes non-
parametric methods and does not make 
assumptions about the distribution of data. The 
objective of SVM is to find the hyperplane with the 
maximum margin, which is the distance between 
the hyperplane and the closest points from each 
class. This approach aims to find the optimal 
hyperplane that can correctly classify new data 
points with high accuracy. The main goal is to 
achieve the highest possible classification 
performance with a low error rate and the best 
generalization ability for new data, as shown in 
Equation (1). 

f  ……………………...………..(1) 

where: 
f (x)    = SVM function

 
ω       = orientation hyperplane 

φ(x)    = non-linier mapping function 
b        = hyperplane distance

 

The Kernel function (Equation (2)) was used 
in SVM to assume that the separation of nonlinear 
data is linear in a high-dimensional space (Jamil & 
Bayram, 2018). 

) ………………(2) 

where: 
K(xi, xj)  = Kernel function 
σ  = parameter value 

Qin, (2015) states that SVM has the 
advantage of being able to handle high-
dimensional data with a small number of training 
samples, and can produce accurate classification 
results. However, under these conditions, when 
the number of  occur features is greater than the 
number of experimental data (training sample), 
classification failure may.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Study area, Tanjung Karang Village, Mataram City, Lombok. 

   
Source : Liu & Huang, (2019) 
Figure 2.  Visualization of SVM classification. 
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To overcome these problems, the Kernel 
Radial Basis Function (RBF) function is generally 
used to efficiently train data and improve accuracy 
results Dumitru et al., (2016). The process of 
tuning the two free parameters of this classifier, 
which are C (the penalty parameter of the error 
term) and ξ (the margin of tolerance), usually 
involves cross-validation of the training data and 
grid-search to select the optimal values.The ξ 
algorithm as in Equation (3).  

 …………….……….….…(3) 

 

where: 
yi  = dataset training 
ω  = hyperplane orientation 
(xi)  = non-linear mapping function 
b   = hyperplane distance 
𝝽   = positive slack variable  
n   = number of samples 

In addition, SVM is more efficient for 
classification. However, normalization of 
differences in dataset features (scale 
normalization) greatly affects the classification 
results (Pal et al., 2020). The analysis of 
processing results is carried out based on several 
variables, namely the level of accuracy, precision, 
and similarity to the reference data. The land cover 
classification is based on reference data, which 
consists of buildings, vegetation (high and low), 
bare land, roads, and water.  

 
Figure 3. Research workflow. 

The orthophoto data used in this study has 
four bands, namely red, green, blue (RGB), and 
Near-Infra Red (NIR), with a resolution of 0.15 m. 
The process of separating the bands (band slicing) 
is carried out using an algorithm in Python. 
Orthophoto data processing can be seen in Figure 
3. The band extraction process aims to extract 
spectral, spatial, textural, and vegetation index 
information. The bands used for the classification 

process consist of R, G, B, and NIR. For the 
analysis of water bodies using the NDWI band, this 
band uses reflections from G and NIR band 
radiation.  

NDWI is used to sharpen water body objects 
and eliminate the appearance of land and 
vegetation objects (Mcfeeters, 1996). Another 
study (Chai et al., 2020) used NDWI for river and 
lake extraction on Landsat imagery. The NDWI 
equation is shown in Equation (4). 

With data characteristics that have high 
spatial resolution, an increase in classification 
accuracy is expected. The classification scheme 
applied was classification with a single band (R, G, 
B, NDWI) and a combination of bands (Table 1). In 
this study, a combination of 3 bands was used, 
referring to previous studies (El-ashmawy et al., 
2011). Generally, this combination is used in LULC 
classification because it can provide enough 
information to distinguish between natural features 
such as vegetation, water, and land surface. The 
use of a 3-band combination also allows for the 
generation of a color image that can aid in 
visualizing and understanding the classification 
results. Additionally, using only 3 bands can 
reduce data complexity and speed up the 
classification process, especially for large areas 
that require fast processing times. 

 

 ………………………….……... (4) 

Table 1. Band combination for LULC classification 

using orthophoto data. 

Band Combination 

R G B 

R G NIR 

R G NDWI 

R B NIR 

R B NDWI 

R NIR NDWI 

G B NIR 

G B NDWI 

G NIR NDWI 

B NIR NDWI 

 
SVM has advantages compared to other 

machine learning methods, such as the use of 
limited training data  and producing good output 
using spectral data (Xu et al., 2018). The data 
training process in this study was carried out by 
taking samples from each land cover class. This 
sample data is used as a reference in classifying 
pixel values that represent the appearance of 
LULC from the data source. Training data 
collection was carried out in an evenly distributed 
manner for each LULC class, with approximately 
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25 samples for each class, namely class of 
vegetation, buildings, roads, bare land, water 
bodies.  Data sampling was based on similarities 
(color, hue, association, and texture) for the class 
or same object. For the training data and accuracy 
test data in this study, they were carried out in the 
same location area. 

The accuracy test of the classification results 
used the Indonesia Topographic Map (RBI) scale 
1:5000 in 2017 as the reference data. To assess 
the accuracy of the classification results, the 
Kappa Coefficient and Overall Accuracy were 
calculated based on the Confusion Matrix. This 
classification test was carried out to evaluate the 
performance of the Support Vector Machine 
algorithm using the reference data.  

The classification results were compared with 
the 1:5000 scale RBI map to obtain the overall 
accuracy value based on the principles of the 
confusion matrix. The confusion matrix was used 
to evaluate the classification results for different 
LULC conditions (Foody, 2002), and an illustration 
of the confusion matrix can be seen in Figure 4. 
The equation of OA, producer accuracy and user 
accuracy are shown in Equation 5, Equation 6, 
and Equation 7. 

 
Source: Foody (2002), Reprocessed. 
Figure 4.  Confusion matrix to calculate overall accuracy 

(OA). 

…..……..….…(5) 

………………………..…(6) 

..………….….…….(7) 

There is another aspect to accuracy testing, 
which does not involve using specific standards or 
parameters, but by documenting the time required 
at each stage of the process being carried out and 
comparing it with empirical data processing 
experience. 

RESULTS AND DISCUSSION  

The extraction results from the orthophoto 
data include the R, G, B, and NIR bands, which 
can be separated for further geospatial analysis. 
These bands are used to carry out the 
classification process using single band and 
combination band schemes with the SVM method 

approach. In this scheme, the aim is to determine 
how well the results obtained from the LULC 
classification process using a single band compare 
to the utilization of band combinations. This is 
because each band has its own advantages and 
limitations for LULC analysis. In this study, a 
minimum of 25 samples were utilized for each 
LULC class during the machine learning process. 
The total for all LULC sampling is approximately 
150 samples. The extraction results for the single 
band scheme can be seen in Figure 5. 

A new band was derived from the extraction 
results for water body analysis in image data, 
called NDWI, which is derived from the G and NIR 
reflection bands. The NDWI bands can be seen in 
Figure 6. In previous studies using satellite 
imagery of water bodies (Chen et al., 2009), NDWI 
results are shown in bright colors or look brighter. 
However, in this study, the appearance and index 
values for river objects (bodies of water), asphalt 
roads, and shadows are almost the same because 
they appear black in natural colors. 

The first classification process used the single 
band scheme, including the R, G, B, and NDWI 
bands. The classification results for each band can 
be seen in Figure 7 (a, b, c, d). The classification 
results indicate that the use of a single band is 
insufficient to accurately identify all LULC classes. 
As a result, some classes may be misclassified as 
other classes.  

Table 2. Overalll accuracy value of single band 

classification. 
Band Overall Accuracy (OA) 

R  55.86 % 

G  49.50 % 

B  50.08 % 

NDWI 49.58 % 

In the Red band, the classification results 
were close to the specified classes, as buildings, 
vegetation, roads, and bare land were identified. 
However, for the other bands, the classification 
results mostly only identified building and 
vegetation classes. The overall accuracy 
calculation results for the single band classification 
can be seen in Table 2. 

Table 3. Overall accuracy value of band combination. 

Band Combination Overall 
Accuracy (OA) 

R G B 71.73 % 

R G NIR 61.32 % 

R G NDWI 61.65 % 

R B NIR 63.55 % 

R B NDWI 71.81 % 

R NIR NDWI 61.40 % 

G B NIR 63.71 % 
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Band Combination Overall 
Accuracy (OA) 

G B NDWI 62.80 % 

G NIR NDWI 50.00 % 

B NIR NDWI 63.05 % 

The next step is the classification process that 
employs a band combination scheme. The RGB 
and NDWI band combination was chosen because 
it can distinguish several classes that cannot be 
distinguished by a single band, such as water 
bodies, vegetation, and urban areas. This process 
revealed that classification using band 
combinations yielded better average accuracy 

values than the single-band scheme. Table 3 
shows the overall accuracy value of the band 
combination. For the results of the confusion 
matrix of the highest OA values, we can see in 
Table 4. 

Discussion or analysis of the classification 
results using a combination of bands only for the 
lowest and highest results. Table 3 shows that the 
band combination with the lowest overall accuracy 
(OA) value is the G-NIR-NDWI combination, which 
yielded an accuracy of 50.00%. On the other hand, 
the R-B-NDWI band combination had the highest 
OA value with an accuracy of 71.81%, can be 
observed in Figure 8. 

 

 
 

a. Red Band b. Blue Band 

 
 

c. Green Band d. NIR Band 

 
Figure 5. Result of single band ekstraction. 
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Figure 6.  NDWI Band. 

 

 

                             Red Band                                        Green Band 

 

 

                            Blue Band                                      NDWI Band 

 
  
 

 
Figure 7. LULC classification result using single band data. 
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(a) G-NIR-NDWI Band (b) R-B-NDWI Band 

Figure 8. LULC classification result using combination band data. 

Table 4.  Confusion matrix for LULC classificasion using R-B-NDWI. 

Figure 8 (a) G-NIR-NDWI band indicates that this 
combination is not representative for vegetation 
classes as most locations that should be classified 
as vegetation are identified as buildings. In the 
image section, we can analyze that the overlay 
result with the RBI map shows that the building 
class has been identified according to its location. 
Most of the vegetation classes are identified as 
water objects. The road object has not yet been 
classified. Bare land class has been identified, but 
it is still not well identified, some are still classified 
in other classes.  

 
 

 
 
 
 
 
 
 

In the next image, Figure 8 (b) R-B-NDWI 
band shows better results, as all classes have 
been identified. In the image section, we can see 
that the overlay with the RBI map shows that the 
building class is already consistent with its area. 
The vegetation class has been identified well, 
although it is still identified as another class. The 
road and open land classes have also been 
identified, although some of them are still identified 
as another class. The results show that the classes 
of buildings, vegetation, roads, water bodies, and 
bare land have been identified more accurately 
compared to the single band classification.  
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CONCLUSION 

The use of single band data in orthophoto 
classification resulted in poor LULC classification, 
with an OA value below 55%. In contrast, the band 
combination classification scheme yielded an 
average OA value above 60%. The best 
classification result was achieved using the R-B-
NDWI band combination with an OA value is 
71.81%, which identified most LULC classes 
accurately, although not all were identified 
perfectly. Nevertheless, this result suggests that 
the LULC classification process can be 
accelerated using SVM machine learning with a 
band combination scheme for orthophoto data. 
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